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\begin{abstract}
Lexical sophistication is an important component of writing proficiency. New lexical indices related to range, n-gram frequency, psycholinguistic word information, academic language, polysemy, and hypernymy have yielded new insights into the construct of lexical sophistication and its relationship with second language (L2) acquisition and writing. For example, recent studies have suggested that range and bigram indices are stronger indicators of lexical sophistication than frequency in the context of L2 acquisition and L2 writing and speaking proficiency. This study explores the relationship between these newly developed indices of lexical sophistication and holistic scores of writing proficiency in both independent and source-based writing tasks. The results suggest that range and bigrams are important predictors of essay quality in independent tasks, but that lexical sophistication indices are not strong predictors of essay quality in source-based tasks. The results also indicate that responses to source-based tasks tend to include more sophisticated lexical items than responses to independent tasks. Implications for second language writing assessment and pedagogy are discussed.
\end{abstract}

\section{Introduction}

A key measure of academic success is writing proficiency (Kellogg & Raulerson, 2007). Becoming a proficient academic writer is a challenging and multifaceted endeavor, both for first language (L1) and second language (L2) writers (Crossley & McNamara, 2009; National Commission on Writing, 2003). Academic writers must learn to navigate a number of different task types (e.g., Römer & O'Donnell, 2011) that may differ in rhetorical (Cumming et al., 2005; Hyland, 2007) and linguistic (Cumming et al., 2005; Hardy & Römer, 2013) features. Differences in task types may also require writers to employ varied skills (Plakans & Gebril, 2013; Plakans, 2008) and linguistic resources (Guo, Crossley, & McNamara, 2013). These differences make it difficult to assess writing proficiency using a single task (Schoonen, van Gelderen, Stoel, Hulstjin, & de Groot, 2011), and suggest that the construct of writing proficiency may better be described as a set of writing proficiencies. Accordingly, some high-stakes assessment tools assess writing proficiency using multiple writing tasks. The Test of English as a Foreign Language (TOEFL), for example, includes both independent tasks (i.e., tasks that ask test takers to draw on their personal experience when responding to a prompt) and source-based tasks (i.e., tasks that ask test takers to integrate information from source texts when responding to a prompt) in an effort to better reflect the types of writing tasks...
encountered in academic settings (e.g., Chapelle, Enright, & Jamieson, 2008; Cumming et al., 2005). One important question that arises with the inclusion of multiple writing assessment tasks is whether the tasks elicit responses with distinct features (i.e., are assessing different aspects of writing proficiency) (Cumming et al., 2005).

Among the many features of writing proficiency that have been investigated, the role lexical knowledge plays in successful writing is well attested. Lexical knowledge can be considered both a receptive (Baba, 2009; Schoonen et al., 2011) and a productive (Kyle & Crossley, 2015; Laufer & Nation, 1995; Laufer, 1994) trait. Receptive lexical knowledge refers to an individual’s ability to understand the meaning of a lexical item that is read or heard, and is often assessed using standardized tests such as the Vocabulary Levels Test (Schmitt, Schmitt, & Clapham, 2001) or the Word Associates Test (Read, 1998). Productive lexical knowledge refers to the words available to an individual when writing or speaking. Productive lexical knowledge is often assessed by examining the lexical sophistication of a speaking or writing sample. Lexical sophistication is generally related to the diversity (e.g., Engber, 1995) and/or the relative difficulty (often based on corpus frequency counts; e.g., Laufer & Nation, 1995) of the lexical items in a text.

Research has demonstrated that L2 writers pay particular attention to lexical concerns as they construct texts (e.g., Cumming, 1990; Leki & Carson, 1994; Manchón, Murphy, & Roca de Larios, 2007), and links have been reported between both receptive and productive lexical knowledge and writing proficiency scores in relation to both independent (Guo et al., 2013; Schoonen et al., 2011) and source-based writing tasks (e.g., Baba, 2009; Guo et al., 2013). One important question that has not been thoroughly addressed, however, is whether productive lexical knowledge (i.e., lexical sophistication) is uniformly important across writing task types. Previous research (Guo et al., 2013) indicates that independent and source-based writing tasks differ in the lexical features that are predictive of writing proficiency scores. Specifically, they found that word frequency and frequency were predictive of source-based writing quality, while word length and hypernymy were predictive of independent writing. However, Guo et al. did not investigate a number of lexical features theorized to be important components of essay quality, nor did the study consider if source-based and independent tasks led to production differences in lexical output. Such differences may provide a greater understanding of how the two task types differ and provide stronger rationale for the use of the two tasks when assessing writing skills. In addition, differences in the two task types may inform automated essay scoring systems that rely on linguistic features. The current study builds on previous research such as Guo et al. (2013) by exploring a wide range of lexical features across independent and integrated tasks.

1.1. Receptive lexical knowledge and writing proficiency

A number of studies have found links between receptive lexical knowledge and writing proficiency scores in independent (Koda, 1993; Schoonen et al., 2011) and source-based tasks (e.g., Baba, 2009). Koda (1993), for example, found a strong positive relationship \( r = .70 \) between receptive language knowledge and holistic scores of writing proficiency for English L1 writers of L2 Japanese. In addition, Schoonen et al. (2011) used scores on a receptive vocabulary task as a predictor of L2 writing proficiency scores, finding moderate, positive correlations ranging from \( r = .53 \) to \( r = .57 \). Baba (2009) also found moderate, positive relationships between holistic scores of quality on a summary writing task and vocabulary size \( (r = .40) \) and vocabulary depth \( (r = .34) \). Together, these findings suggest that receptive lexical knowledge may be an important indicator of writing proficiency, but do not indicate how receptive lexical knowledge translates into linguistic production.

1.2. Productive lexical knowledge and writing proficiency

Links have also been made between productive vocabulary knowledge (i.e., lexical sophistication) and writing proficiency scores. Lexical sophistication has traditionally been operationalized as the diversity of the words used in a text (e.g., the number of unique words in a text divided by the total number of a text; Engber, 1995) or by the average reference-corpus frequency of words in a text (e.g., Laufer & Nation, 1995).

1.2.1. Lexical diversity

One way that productive vocabulary knowledge has been measured is by using lexical diversity measures, such as the type-token ratio (e.g., Engber, 1995) or more sophisticated measures such as \( D \) (Jarvis, 2002; Malvern & Richards, 1997). Indices of lexical diversity measure the variety of words used in a text. Generally, positive relationships have been found between lexical diversity and writing proficiency scores. Engber (1995), for example, found a moderate, positive correlation between lexical diversity and holistic scores of L2 writing proficiency with regard to an independent writing task. Essays that included more diverse lexical items tended to earn higher holistic scores. A number of other studies have found similar trends with regard to holistic scores of L2 writing proficiency with independent writing tasks (e.g., Cumming et al., 2005; Grant & Ginther, 2000; Jarvis, 2002). Cumming et al. (2005) also extended these findings to source-based writing tasks, finding a positive relationship between type-token ratios and holistic scores in read-write and listen-write tasks. However, recent research has indicated that lexical diversity is more strongly related to text cohesion than lexical sophistication. Specifically, lexical diversity captures the repetition of words across a text (i.e., lexical overlap) and is thus a measure of lexical cohesion (Crossley, Kyle, & McNamara, 2015). This contrasts with lexical sophistication indices which capture text-external features of words (such as reference corpus frequency).
1.2.2. Word frequency

Lexical sophistication is perhaps most often operationalized using the reference-corpus frequency of the words in a text (e.g., Attali & Burstein, 2006; Crossley, Cobb, & McNamara, 2013; Crossley & McNamara, 2012; Enright & Quinlan, 2010; Laufer & Nation, 1995). Words that occur less frequently are considered sophisticated (e.g., solidification, octogenarians, modularized) while frequent words (e.g., people, place, number) are considered less so (Kyle & Crossley, 2015). Research suggests that more proficient writers will, on average, use less frequent words when writing in response to independent tasks. Laufer and Nation (1995), for example, found that more proficient L2 writers used fewer high frequency words (i.e., words that comprise the most frequent 1000 words in English). Others have found similar results with regard to average reference corpus frequency of words in independent L2 compositions, finding that on average, more proficient L2 writers use less frequent words than less proficient ones (Attali & Burstein, 2006; Crossley & McNamara, 2012; Crossley et al., 2013; Enright & Quinlan, 2010; Guo et al., 2013). Average reference frequency has also been investigated with regard to source-based tasks. Guo et al. (2013), for example, found that frequency was negatively correlated with TOEFL source-based task scores, which is in line with studies that have explored frequency in independent tasks.

1.3. Expanding the construct of lexical sophistication

Recent studies have used newer automated indices to measure lexical sophistication in both L1 and L2 contexts. Researchers have, for example, used the average reference corpus word range (i.e., the percentage of texts in a reference corpus that a word occurs in; Kyle & Crossley, 2015), the average reference corpus bigram and trigram (i.e., two and three word sequences), frequency (Crossley, Cai, & McNamara, 2012), the use of academic words and phrases (Kyle & Crossley, 2015), the psycholinguistic properties of words (Crossley & McNamara, 2013; Guo et al., 2013), and the semantic relationships words have (i.e., hypernymy and polysemy; Guo et al., 2013) to measure the relationship between lexical sophistication and holistic scores of both L1 and L2 writing proficiency. These studies have demonstrated that indices beyond word frequency can add to models of lexical sophistication and contribute to our understanding of the relationship between lexical sophistication and L2 writing proficiency. We discuss these newer indices below.

1.3.1. Word range

Range, which is also referred to as dispersion, entropy, and contextual diversity, is a measurement of the number of texts in a reference corpus in which a word occurs (Gries, 2008). Words with high range values (e.g., people, book, building) occur widely throughout a number of different texts and contexts, while words with low range values (e.g., antifungal, lithosphere, deictic) tend to be restricted in use to a smaller number of texts and contexts. The average reference-corpus range has been shown to be negatively correlated with analytic scores of lexical proficiency (Kyle & Crossley, 2015), suggesting that words with a narrower range are more sophisticated than those with a wider range. While links between range and analytic scores of lexical sophistication have been investigated, the link relationship between range and holistic scores of writing proficiency in independent and source-based writing has not.

1.3.2. N-gram frequency

N-grams, or multi-word expressions of n words in length, have been of increasing interest in lexical sophistication over the past ten years (e.g., Biber, Conrad, & Cortes, 2004). N-gram frequency has been shown to be correlated with analytic scores of lexical proficiency (Kyle & Crossley, 2015). L2 texts that include more frequent n-grams (e.g., one of the, as well as, as a result) tend to earn higher analytic scores of lexical sophistication than those with infrequent n-grams (e.g., the former east, their hands and, of the no). The relationship between n-gram frequency and independent L1 writing has also been explored with contradictory results (i.e., n-gram frequency was negatively correlated with holistic scores of writing proficiency; Crossley et al., 2012) but has not, to our knowledge, been investigated with relation to independent or source-based L2 writing.

1.3.3. Academic language

Academic language has been defined as words and/or multi-word units (n-grams) that occur frequently in academic texts such as research journal articles, textbooks and academic lectures, but relatively infrequently in general corpora (Coxhead, 2000: Simpson-Vlach & Ellis, 2010; Xue & Nation, 1984). The academic word list (AWL; Coxhead, 2000), for example, includes 570 word families that represent academic language at the word level (e.g., analyze, transmit, statistic). The academic formulas list (AFL; Simpson-Vlach & Ellis, 2010) includes multi-word units that are frequent in academic texts, but less frequent in general corpora (e.g., in relation to, the development of, the fact that). Theoretically, higher proficiency writers are expected to use more academic words and n-grams when responding to academic writing tasks (Morris & Cobb, 2004; Simpson-Vlach & Ellis, 2010). Morris and Cobb (2004), for example, found that independent L2 essays written by higher proficiency learners tended to include more AWL words. Other recent research, however, has suggested academic language (i.e., words from the AWL and AFL) may occur infrequently in some collections of learner writing (Kyle & Crossley, 2015), regardless of proficiency level.
1.3.4. Psycholinguistic properties of words

The psycholinguistic properties of words have been of interest to cognitive scientists for some time (e.g., Coltheart, 1981; Toglia & Battig, 1978), but within the last five years have been connected to the construct of lexical sophistication. Word properties such as concreteness, familiarity, imageability, meaningfulness, and age of acquisition have been linked to analytic scores of lexical proficiency (Kyle & Crossley, 2015) and holistic scores of L2 writing proficiency (Guo et al., 2013). Kyle and Crossley (2015) found that informal L1 and L2 written texts that included less concrete, familiar, imageable, and meaningful words tended to earn higher lexical proficiency scores. Additionally, essays that included words that on average are learned later also tended to earn higher holistic lexical proficiency scores. Guo et al. (2013) found similar relationships between concreteness, familiarity, imageability, and meaningfulness and holistic writing proficiency scores for TOEFL independent and source-based writing tasks. The relationship between word age of acquisition has not, to our knowledge, been used to model holistic scores of L2 writing proficiency with regard to either independent or source-based writing tasks.

1.3.5. Semantic relationships

Polysemy and hypernymy are types of semantic relationships related to lexical development (Crossley, Salsbury, & McNamara, 2009; Crossley, Salsbury, & McNamara, 2010) and L2 writing proficiency scores (Guo et al., 2013; Reynolds, 1995). Polysemy refers to the number of different (but related) senses (i.e., meanings) a word form has. A word such as table, for example, has more senses (i.e., a piece of furniture, geographic feature, etc.) than a word such as encephalon (which has only a single sense). Hypernymy refers to the hierarchical relationships between words. Words with high hypernymic values have a large number of superordinate terms, while words with low hypernymy values have few (or no) superordinate terms. For example, animal has six hypernymic terms (e.g., organism, animate thing, etc.), while dog has thirteen hypernymic terms (e.g., canine, carnivore, mammal, etc.). Recently, Guo et al. (2013) found that L2 independent essays that include words with fewer senses (i.e., lower polysemy scores) tend to earn higher scores, but no links were found between polysemy and source-based writing. Guo et al. (2013) also found a positive relationship between hypernymy (for nouns) and writing proficiency scores for both independent and source-based writing tasks.

1.4. Lexical sophistication and automatic essay scoring models

Over the past decade, automatic essay scoring (AES) systems have become increasingly prevalent in standardized writing assessments (Attali & Burstein, 2006; Shermis & Burstein, 2013). Such systems can decrease the time and costs related to essay scoring while also increasing test reliability (Bereiter, 2003; Dikli, 2006; Higgins, Xi, Zechner, & Williamson, 2011). Although AES systems can achieve scoring accuracy that is on par with humans (e.g., Shermis & Hamner, 2013; Weigle, 2010), they do not assess essays in the same manner as humans do and cannot measure some essential aspects of the construct of writing such as argumentation or rhetorical effectiveness (Condron, 2013; Deane, 2013; Herrington & Moran, 2001). An important area of interest has been to increase the construct coverage of AES systems (e.g., Crossley et al., 2015; Enright & Quinlan, 2010). To facilitate this, it is necessary to investigate features that are important to human evaluations of writing proficiency (such as lexical sophistication, among many others) and evaluate ways to measure them automatically (Burstein, Marcu, & Knight, 2003; Enright & Quinlan, 2010; Kyle & Crossley, 2015; Kyle, 2016).

Due to the importance of lexical sophistication in L2 writing (Cumming, 1990; Laufer & Nation, 1995; Schoonen et al., 2011), prominent AES systems include indices of lexical sophistication in their scoring models. Given the proprietary nature of most AES models, however, relatively little is known regarding their use of these indices. Enright and Quinlan (2010) report that e-rater, which is used to score both independent and source-based TOEFL writing tasks, uses two lexical complexity indices (word length and the use of less frequent words). Respectively, these indices account for 7% and 4% of the score produced by e-rater. Foltz, Streeter, Lochbaum, and Landauer (2013) indicate that the Intelligent Essay Assessor (IEA), which is primarily used for assessing L1 writing, includes features related to lexical sophistication such as word maturity and word variety. Foltz et al. do not, however, indicate the weights given to these indices in scoring models.

1.5. Current study

While a number of previous studies have explored the relationship between lexical sophistication and holistic scores of writing proficiency, few (if any) studies have investigated the newly developed measures of lexical sophistication outlined in the previous section. Additionally, most of the extant studies regarding the relationship between lexical sophistication and writing proficiency scores have explored independent writing tasks (cf. Cumming et al., 2005; Guo et al., 2013). This has resulted in gaps in our understanding regarding (a) the relationship between lexical sophistication and independent and source-based writing task proficiency scores, and (b) whether independent and source-based tasks require different linguistic resources with regard to lexical sophistication. We address these gaps by examining the relationship between newly developed indices of lexical sophistication and holistic scores of writing proficiency in relation to independent and source-based TOEFL writing tasks.

Specifically, this study is guided by the following research questions:

1. What is the relationship between lexical sophistication and independent writing task proficiency scores?
2. What is the relationship between lexical sophistication and source-based writing task proficiency scores?
3. Do responses to independent and source-based writing tasks differ with regard to lexical sophistication?

2. Method

2.1. Corpus

We selected independent and integrated (i.e., source-based) essays written by 480 individuals as part of the TOEFL that comprise the Educational Testing Service (ETS) public data set. The corpus includes responses to two forms of the TOEFL (i.e., includes responses to two independent essay prompts and two integrated essay prompts). The independent prompts ask test takers to write an essay that asserts and defends an opinion on a particular topic based on their own life experience. The integrated prompt asks test takers to read a short passage, listen to a related lecture, and synthesize the information given in the reading and the lecture. Essays were rated by two trained raters employed by ETS using a scale that ranged from 1.0 to 5.0. Any scores that differed by one point or less were averaged. If any two ratings for an essay differed by more than a single point, a third rater evaluated the essay. The holistic rating rubric used to evaluate the independent tasks includes descriptors related to the completion of the task, organization, development of ideas, coherence, word and phrase use, and syntax. The holistic rating rubric used to evaluate integrated tasks includes descriptors mostly related to content (e.g., whether test takers appropriately summarized the two passages and responded to the task).

Table 1 comprises descriptive statistics for the corpus including the number of essays, the average score, and the average number of words from each form and task.

2.2. Indices of lexical sophistication

We examined a number of indices included in the freely available Tool for the Automatic Analysis of Lexical Sophistication (TAALES; Kyle & Crossley, 2015) that represent a wide range of theoretically important aspects related to lexical sophistication. In order to control for essay length (e.g., Chodorow & Burstein, 2004) we selected the 114 length-normalized indices in TAALES. TAALES calculates indices of lexical sophistication for unigrams (words), bigrams, and trigrams. Included are a number of frequency indices from a variety of both spoken and written corpora (e.g., the British National Corpus), range indices from spoken and written corpora (e.g., SUBTLEXus), academic language indices (e.g., Academic Word List; Coxhead, 2000), and psycholinguistic word information indices (e.g., concreteness; Brysbaert, Warriner, & Kuperman, 2014). We also wrote a Python script that employs the Natural Language Toolkit (NLTK; Bird, Klein, & Loper, 2009) to calculate four indices of polysemy and hypernymy. We present more details of the selected indices below.

2.2.1. Word frequency indices

Word frequency indices are calculated by taking the sum of the frequency values with regard to a particular frequency list (e.g., the BNC) for words in a text and dividing that sum by the number of words in that text. If a word in a target text is not represented in the frequency list, the word is not included in the calculation of the index. TAALES calculates frequency indices based on a number of reference corpora-derived frequency lists. Lemmatized frequency indices are derived from the 4.5-million word Thorndike-Lorge corpus of popular magazine articles (Thorndike & Lorge, 1944), the 1-million word written section of the Brown corpus (Kučera & Francis, 1967), and the 1-million word London-Lund Corpus of English Conversation (Brown, 1984). Un-lemmatized frequency indices are derived from 80-million word written and 10-million word spoken subsets of the British National Corpus (BNC Consortium, 2007) and the 51-million word SUBTLEXus corpus of American subtitles (Brysbaert & New, 2009). For each list, TAALES includes an index for all words (AW), content words (CW), and function words (FW). Additionally, TAALES calculates logarithm-transformed frequency indices.

---

1 The independent and integrated scoring rubrics are freely available on the ETS website at http://www.ets.org/Media/Tests/TOEFL/pdf/Writing_Rubrics.pdf.
2 Both this script and TAALES are freely available at http://www.kristopherkyle.com/.
2.2.2. Range indices

TAALES includes a number of range indices. Range indices are calculated for AW, CW, and FW. These indices are derived from the 500 texts in the Brown corpus (Kučera & Francis, 1967), 574 spoken and 3083 written texts in the BNC (BNC Consortium, 2007), and the 8388 subtitle texts in SUBTLEXus (Brysbaert & New, 2009). Additionally, TAALES calculates indices based on the 15 text categories in the Brown Corpus (Kučera & Francis, 1967), which can be described roughly as genres (e.g., news reporting, news editorials, academic writing, science fiction, mystery and detective fiction). Scores from these indices calculate the average number of text categories in which the words in a text occur. Words that occur in all categories are general-purpose words, while words that occur in only one category are more restricted in their use.

2.2.3. N-gram indices

Crossley et al. (2012) derived bigram and trigram frequency lists from the 80-million word written and the 10-million word spoken subsets of the BNC (BNC Consortium, 2007). TAALES calculates normalized n-gram frequency counts. For each list, normalized counts are calculated using the number of words in the text as the denominator and by using the number of bigrams/trigrams in the text that are also represented in the frequency list as the numerator. Additionally, the proportion of unique bigrams/trigrams that occur in a target text that also occur in the frequency list are calculated.

2.2.4. Academic list indices

TAALES includes indices derived from the AWL and the AFL. For the AWL, indices are calculated for the entire AWL and for each of the 10 sublists (see Coxhead, 2000; for more information on the AWL). For the AFL, indices are calculated for the entire AFL, the “core” AFL, the written AFL and the spoken AFL (see Simpson-Vlach & Ellis, 2010; for more information on the AFL).

2.2.5. Word information indices

TAALES includes a number of psycholinguistic word information indices based on the MRC psycholinguistic database (Coltheart, 1981) and two newly collected databases (Brysbaert et al., 2014; Kuperman, Stadthagen-Gonzalez, & Brysbaert, 2012). Indices are calculated for AW, CW, and FW. Included are familiarity, concreteness (for words and bigrams), imageability, meaningfulness, and age of acquisition.

2.2.6. Polysemy and hypernymy

We calculate polysemy and hypernymy indices based on the Wordnet database (Fellbaum, 1998). We calculate polysemy as the mean number of senses contained in content words (nouns, verbs, adjectives, and adverbs). Hypernymy indices comprise the mean number of superordinate terms words in a text have. We calculate hypernymy for nouns, verbs, and the combination of nouns and verbs.

2.3. Statistical analysis

In order to determine the relationship between a variety of indices of lexical sophistication and L2 independent and integrated writing assessment scores, we conducted two identical sets of statistical analyses that differed only in terms of the corpora analyzed (i.e., one with the data from the independent essays and one with the data from the integrated essays). Following the procedure outlined below, we ran a stepwise multiple regression to determine the amount of variance in holistic scores that could be explained by indices of lexical sophistication.

We first checked to ensure that each index was normally distributed. Any indices that did not meet the criteria of normality were discarded.3 We then conducted a multiple analysis of variance (MANOVA) statistic between the data from the two prompts to control for prompt differences (e.g., Crossley, Weston, McLain Sullivan, & McNamara, 2011; Hinkel, 2002). Any indices that were significantly different ($p < .05$) between prompts were removed from further consideration. We then ran a correlation between the remaining indices and holistic essay quality score. Any indices that did not demonstrate a significant ($p < .05$) and meaningful relationship ($r > .1$) with holistic scores were removed from further consideration. We also removed any indices that were strongly correlated ($r \geq .7$) with the number of words in each essay to control for text length, which strongly affects human judgments of quality (Ferris, 1994). We then checked the remaining indices for multicollinearity. Any indices that were very strongly correlated ($r \geq .9$) were flagged and in each collinear set the index with the strongest relationship with holistic scores was kept (Tabachnick & Fidell, 2001). A stepwise multiple regression was then conducted. If the resulting model included any variables with switched signs (i.e., the stepwise model used the inverse of a variable to create an optimal model), the variable was removed from consideration to ensure that the final model reflected the initial correlations and the regression was run again. To ensure that the results of the multiple regression were consistent across the entire data set, a multiple regression with 10-fold cross validation (10-fold CV) was conducted using the indices identified in the initial multiple regression. 10-fold CV is a statistical procedure in which 90% of the data are used to create a

---

3 In fine-grained linguistic analyses, normality is often grossly violated due to a high-number of zero-counts (i.e., for rare features). In such cases, variable transformation is not possible. While aggregated features can also be used to obtain normally distributed data, the use of non-aggregated indices tend to produce more accurate and fine-grained results (Crossley et al., 2015).
model, and then that model is tested on the remaining 10% of the data. This procedure is repeated until all of the data have been used as the test set, and then the results from the ten models (or folds) are averaged (e.g., Tabachnick & Fidell, 2001).

To investigate the differences between independent and integrated TOEFL essays with regard to lexical sophistication we conducted MANOVA and discriminant function analysis (DFA) statistics. We first conducted a MANOVA using essay type (independent/integrated) as fixed factors and the predictors identified in the regression analyses above as dependent variables. We then entered the indices that demonstrated significant and meaningful differences into a DFA. DFA is often used to predict group membership of items (e.g., independent and integrated essays) based on predictor variables (e.g., indices of lexical sophistication). We used a stepwise DFA on the entire data set and employed leave one out cross validation (LOOCV) to ensure that the model is generalizable across the data set.

3. Results

3.1. Independent essays

3.1.1. Assumptions

Assumptions Of the 118 indices considered, 15 violated normality (the majority of these were due to zero counts for AWL and AFL lists) and were removed from further consideration. Of the 103 indices remaining, 26 were not meaningfully correlated (absolute value of \( r \geq .1 \)) with holistic scores. None of the indices were strongly correlated (\( r = .7 \)) with essay length. Of the remaining 77 indices, 55 demonstrated significant differences between prompts. The remaining 22 indices were analyzed for multicollinearity. After checking for multicollinearity, 14 variables remained. See Table 2 for correlations between the remaining variables and holistic scores.

3.1.2. Regression analysis

The 14 variables were entered into a stepwise multiple regression in order to determine the variance in holistic scores explained by indices of lexical sophistication. After removing variables that switched signs, the regression analysis yielded a significant model that included six indices of lexical sophistication: BNC written range for all words, BNC written bigram frequency logarithm, hypernymy (nouns and verbs), and imageability for all words. The model accounted for 36.8% of the variance in holistic scores (see Table 3 for an overview of the model). A follow up 10-fold CV multiple regression explained 35.4% of the variance, indicating that the model is stable across the dataset. The results indicate that range, bigram frequency, hypernymy and imageability are important predictors of TOEFL independent essay quality.

3.2. Integrated essays

3.2.1. Assumptions

Assumptions Of the 118 indices considered, 20 violated normality (the majority of these were due to zero counts for AWL and AFL lists) and were removed from further consideration. Of the 98 indices remaining, 50 were not meaningfully correlated (absolute value of \( r \geq .1 \)) with holistic scores. None of the indices were strongly correlated (\( r = .7 \)) with essay length. Of the remaining 48 indices, 39 demonstrated significant differences between prompts. The remaining nine indices were analyzed for multicollinearity. After checking for multicollinearity, six variables remained. See Table 4 for correlations between the remaining variables and holistic scores.

### Table 2

<table>
<thead>
<tr>
<th>Index</th>
<th>N</th>
<th>r</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNC Written Range AW</td>
<td>480</td>
<td>-0.409</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Kuperman age of acquisition CW</td>
<td>480</td>
<td>0.403</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SUBTLEXus Range CW</td>
<td>480</td>
<td>-0.398</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Familiarity CW</td>
<td>480</td>
<td>-0.392</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypernymy (nouns and verbs)</td>
<td>480</td>
<td>0.372</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Kucera-Francis Frequency CW Logarithm</td>
<td>480</td>
<td>-0.361</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BNC Spoken Frequency CW</td>
<td>480</td>
<td>-0.337</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Kucera-Francis Frequency FW Logarithm</td>
<td>480</td>
<td>0.274</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BNC Written Trigram Proportion</td>
<td>480</td>
<td>0.216</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypernymy (verbs)</td>
<td>480</td>
<td>0.195</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Imageability AW</td>
<td>480</td>
<td>-0.161</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BNC Written Bigram Proportion</td>
<td>480</td>
<td>0.151</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BNC Spoken Freq FW</td>
<td>480</td>
<td>0.109</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BNC Written Bigram Frequency Logarithm</td>
<td>480</td>
<td>0.107</td>
<td>&lt;.010</td>
</tr>
</tbody>
</table>
3.2.2. Regression analysis

The six variables were entered into a stepwise multiple regression in order to determine the variance in holistic scores explained by indices of lexical sophistication. The stepwise regression resulted in a significant model including two variables (hypernymy [nouns] and Kucera-Francis number of categories). The model accounted for 8.3% of the variance in holistic scores (see Table 5 for an overview of the model). A follow up 10-fold CV multiple regression explained 7.5% of the variance, indicated that the model is stable across the dataset. The results demonstrate that hypernymy and number of categories are indicators of TOEFL integrated essay quality.

3.3. Differences between independent and integrated essays

3.3.1. MANOVA

The MANOVA indicated that each index identified in the regression models above demonstrated significant and meaningful differences between independent and integrated essays. These results are summarized in Table 6.

### Table 3
Summary of stepwise multiple regression models for independent writing.

<table>
<thead>
<tr>
<th>Entry</th>
<th>Predictors included</th>
<th>$r$</th>
<th>$R^2$</th>
<th>$R^2$ change</th>
<th>$B$</th>
<th>$\beta$</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BNC Written Range AW</td>
<td>.409</td>
<td>.167</td>
<td>.167</td>
<td>-.599</td>
<td>-.196</td>
<td>.018</td>
</tr>
<tr>
<td>2</td>
<td>BNC Written Bigram Frequency Logarithm</td>
<td>.588</td>
<td>.345</td>
<td>.178</td>
<td>.457</td>
<td>2.345</td>
<td>.243</td>
</tr>
<tr>
<td>3</td>
<td>Hypernymy (nouns and verbs)</td>
<td>.596</td>
<td>.355</td>
<td>.010</td>
<td>.448</td>
<td>.332</td>
<td>.104</td>
</tr>
<tr>
<td>4</td>
<td>Imageability AW</td>
<td>.606</td>
<td>.368</td>
<td>.013</td>
<td>-.120</td>
<td>-.013</td>
<td>.004</td>
</tr>
</tbody>
</table>

Note: Estimated constant term = 18.552, $\beta$ = unstandardized beta, SE = standard error; $B$ = standardized beta.

### Table 4
Correlations between indices entered into stepwise multiple regression and holistic score for integrated writing.

<table>
<thead>
<tr>
<th>Index</th>
<th>N</th>
<th>$r$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypernymy (nouns)</td>
<td>480</td>
<td>0.263</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Kucera-Francis number of categories AW</td>
<td>480</td>
<td>-0.176</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Thorndike-Lorge Frequency AW Logarithm</td>
<td>480</td>
<td>-0.171</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BNC Written Bigram Frequency Logarithm</td>
<td>480</td>
<td>-0.122</td>
<td>.007</td>
</tr>
<tr>
<td>Kuperman age of acquisition FW logarithm</td>
<td>480</td>
<td>0.109</td>
<td>.017</td>
</tr>
<tr>
<td>Hypernymy (nouns and verbs)</td>
<td>480</td>
<td>0.108</td>
<td>.018</td>
</tr>
</tbody>
</table>

### Table 5
Summary of stepwise multiple regression models for integrated writing.

<table>
<thead>
<tr>
<th>Entry</th>
<th>Predictors included</th>
<th>$r$</th>
<th>$R^2$</th>
<th>$R^2$ change</th>
<th>$B$</th>
<th>$\beta$</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hypernymy (nouns)</td>
<td>.263</td>
<td>.069</td>
<td>.069</td>
<td>.234</td>
<td>.569</td>
<td>.110</td>
</tr>
<tr>
<td>2</td>
<td>Kucera-Francis number of categories AW</td>
<td>.288</td>
<td>.083</td>
<td>.014</td>
<td>-.121</td>
<td>-.448</td>
<td>.167</td>
</tr>
</tbody>
</table>

Note: Estimated constant term = 5.628, $\beta$ = unstandardized beta, SE = standard error; $B$ = standardized beta.

3.2.2. Regression analysis

The six variables were entered into a stepwise multiple regression in order to determine the variance in holistic scores explained by indices of lexical sophistication. The stepwise regression resulted in a significant model including two variables (hypernymy [nouns] and Kucera-Francis number of categories). The model accounted for 8.3% of the variance in holistic scores (see Table 5 for an overview of the model). A follow up 10-fold CV multiple regression explained 7.5% of the variance, indicated that the model is stable across the dataset. The results demonstrate that hypernymy and number of categories are indicators of TOEFL integrated essay quality.

3.3. Differences between independent and integrated essays

3.3.1. MANOVA

The MANOVA indicated that each index identified in the regression models above demonstrated significant and meaningful differences between independent and integrated essays. These results are summarized in Table 6.

### Table 6
MANOVA Results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Independent Mean (SD)</th>
<th>Integrated Mean (SD)</th>
<th>$F$ (1, 957)</th>
<th>$\eta^2$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNC Written Range AW</td>
<td>80.918(2.712)</td>
<td>72.858(3.702)</td>
<td>1480.87</td>
<td>.607</td>
<td></td>
</tr>
<tr>
<td>BNC Written Bigram Frequency Logarithm</td>
<td>1.523(0.173)</td>
<td>1.252(0.196)</td>
<td>517.34</td>
<td>.351</td>
<td></td>
</tr>
<tr>
<td>Hypernymy (nouns)</td>
<td>5.422(0.509)</td>
<td>6.155(0.512)</td>
<td>495.11</td>
<td>.341</td>
<td></td>
</tr>
<tr>
<td>Hypernymy (nouns and verbs)</td>
<td>3.488(0.395)</td>
<td>4.292(0.423)</td>
<td>927.56</td>
<td>.492</td>
<td></td>
</tr>
<tr>
<td>Imageability AW</td>
<td>319.283(8.473)</td>
<td>337.049(18.005)</td>
<td>382.59</td>
<td>.285</td>
<td></td>
</tr>
<tr>
<td>Kucera-Francis number of categories AW</td>
<td>14.242(0.282)</td>
<td>13.355(0.336)</td>
<td>2076.02</td>
<td>.684</td>
<td></td>
</tr>
</tbody>
</table>

Note: For all indices $p < .001$. 

---

---
knowledge and holistic scores of writing proficiency (e.g., Schoonen et al., 2011) are important indicators of holistic writing proficiency. Crossley et al. (2013) and Laufer & Nation (2013) found a positive relationship between receptive vocabulary knowledge and holistic writing proficiency scores for integrated tasks, while the current study found a weak relationship between productive lexical knowledge (as measured by indices of lexical sophistication) and holistic integrated writing scores. Furthermore, lexical sophistication differs between responses to independent and integrated tasks. The findings underscore the complexity of the construct(s) of L2 writing proficiency (e.g., Schoonen et al., 2011) and highlight differences with regard to the relationship between receptive and productive lexical knowledge and holistic scores of writing proficiency in integrated tasks. Baba (2009), for example, found a positive relationship between receptive vocabulary knowledge and holistic writing proficiency scores for integrated tasks, while the current study found only a weak relationship between productive lexical knowledge (as measured by indices of lexical sophistication) and holistic integrated writing scores. Furthermore, lexical sophistication differs between responses to independent and integrated tasks in ways that allow for independent and integrated essays to be accurately categorized based solely on indices of lexical sophistication. The findings are important because they suggest that independent and integrated writing tasks lead to the production of different linguistic features supporting the notion that the two tasks measure distinct writing proficiency constructs (Chapelle et al., 2008). Additionally, the findings suggest that range and bigram frequency are stronger predictors of independent essay quality than word frequency, which has been the most common metric of lexical sophistication used in previous writing quality studies (e.g., Crossley et al., 2013; Laufer & Nation, 1995). This finding has important implications for automatic essay scoring and feedback systems along with implications for L2 writing pedagogy. We discuss the importance of these findings below divided by each analysis.

4. Discussion

The results suggest that the production of sophisticated lexis is an important predictor of holistic scores of writing proficiency with regard to independent tasks, but not with regard to source-based tasks. Specifically, the results indicate that indices of word range and bigram frequency, which have not been explored with regard to timed, argumentative L2 writing, are important indicators of holistic writing proficiency scores in independent TOEFL writing samples, but not in TOEFL integrated writing samples. These findings underscore the complexity of the construct(s) of L2 writing proficiency (e.g., Schoonen et al., 2011) and highlight differences with regard to the relationship between receptive and productive lexical knowledge and holistic scores of writing proficiency in integrated tasks. Baba (2009), for example, found a positive relationship between receptive vocabulary knowledge and holistic writing proficiency scores for integrated tasks, while the current study found only a weak relationship between productive lexical knowledge (as measured by indices of lexical sophistication) and holistic integrated writing scores. Furthermore, lexical sophistication differs between responses to independent and integrated tasks in ways that allow for independent and integrated essays to be accurately categorized based solely on indices of lexical sophistication. The findings are important because they suggest that independent and integrated writing tasks lead to the production of different linguistic features supporting the notion that the two tasks measure distinct writing proficiency constructs (Chapelle et al., 2008). Additionally, the findings suggest that range and bigram frequency are stronger predictors of independent essay quality than word frequency, which has been the most common metric of lexical sophistication used in previous writing quality studies (e.g., Crossley et al., 2013; Laufer & Nation, 1995). This finding has important implications for automatic essay scoring and feedback systems along with implications for L2 writing pedagogy. We discuss the importance of these findings below divided by each analysis.

4.1. Lexical sophistication and independent essay tasks

A multiple regression model consisting of four indices of lexical sophistication explained 36.8% percent of the variance in holistic independent essay scores (35.4% in the LOOCV). Importantly, the inclusion of two variables, BNC Written Range AW and BNC Written Bigram Frequency Logarithm, explained a large portion of this variance (16.7% and 17.8%, respectively). Two other indices explained the remaining 2.3% of the variance, including Hypernymy (nouns and verbs; 1.0%) and Imageability AW (1.3%).

These results indicate that raters tend to assign higher scores to essays that include words with a more restricted range. This suggests that essays that include words that are more specific and language-domain appropriate are likely to receive higher scores. Examples 1 and 2 below highlight differences between sentences with high and low average range scores. Both sentences are taken from essays written on the topic of cooperation.

(1) Low range example (Quality score of 4.5. Range score of 65.96): Second, the accelerated effect of globalization since the fifties has accentuated the need for cooperation.

(2) High range example (Quality score of 3. Range score of 79.89): First, commercial between countries had been expanded and became bigger and that would make countries to think how to deal with other countries more than past days before this revolution of communication and information spreading.

### Table 7

Discriminant function analysis confusion matrix.

<table>
<thead>
<tr>
<th></th>
<th>Predicted Independent</th>
<th>Predicted Integrated</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent</td>
<td>460</td>
<td>20</td>
<td>480</td>
</tr>
<tr>
<td>Integrated</td>
<td>35</td>
<td>445</td>
<td>480</td>
</tr>
<tr>
<td>Accuracy</td>
<td>95.8%</td>
<td>92.7%</td>
<td>94.3%</td>
</tr>
</tbody>
</table>

3.3.2. DFA

Following the MANOVA, the six indices identified in the regression models above were checked for multicollinearity. The two range indices (BNC written range for all words and Kucera-Francis number of categories) were collinear ($r > .9$). Because the latter demonstrated stronger differences between independent and integrated essays, the former was removed from further consideration. The remaining five indices were entered into a stepwise DFA. The model created by the stepwise DFA achieved a classification accuracy of 94.3% accuracy using three indices (Kucera-Francis number of categories, imageability for all words, and hypernymy [nouns]). This is significantly higher ($df = 1, n = 960, \chi^2 = 753.340, p < .001$) than what would be expected by chance. The reported Kappa = .885, indicates almost perfect agreement between actual and predicted essay type (Landis & Koch, 1977). The stepwise LOOCV DFA also achieved a classification accuracy of 94.3%, suggesting that the predictor model is stable across the dataset. Table 7 comprises the confusion matrix for the stepwise DFA, which shows the number of independent and integrated essays that were correctly predicted by the model. The results indicate that responses to independent and integrated tasks can be accurately distinguished based on indices of lexical sophistication related to range of registers, imageability, and hypernymy.
On average, the words in the low range sample occur in fewer than two-thirds of the texts in the written section of the BNC. Words such as *accelerated*, *globalization*, *fifties*, and *accentuated* have particularly low range scores (averaging 7.55), suggesting that they are used in a smaller percentage of texts and are thus more sophisticated. On average, the words in the high range sample occur in almost 80% of the texts in the written section of the BNC. Words such as *revolution*, *communication*, and *spreading* have relatively low range scores (averaging 31.27), but the majority of the words in the sentence have high range scores, indicating they are less lexically sophisticated. The two sentences communicate similar ideas (i.e., cooperation between countries is becoming increasingly important) but the first employs words that occur in fewer contexts, while the second uses more general words.

These results are novel with regard to independent essay tasks, and suggest that range is an important indicator of holistic L2 writing proficiency scores. Furthermore, in this study and in Kyle & Crossley’s (2015) lexical proficiency study, range was a stronger predictor of holistic scores of writing proficiency and written lexical proficiency than frequency. This suggests that predicting productive L2 lexical proficiency is more closely related to the number of texts a word occurs in than the sheer number of times it occurs. This provides some evidence that range indices should be considered in the creation of vocabulary learning lists and in automatic essay scoring models.

Further, these results indicate that raters tend to assign higher scores to essays that include more frequent bigrams. This suggests that using appropriate word combinations may be important for earning higher scores on independent essays. Examples 3 and 4 below illustrate the difference between sentences that earn high and low bigram frequency scores.

1. High bigram frequency example (total essay quality score 4.5, Bigram score of 1.6): *I think it is true that at schools and companies today group work is valued more than before.*

2. Low bigram frequency example (total essay quality score 3, Bigram score of 0.7): *The world is developing very fast, the compete is change more hard.*

The bigram frequency database used in TAALES includes the most frequent 50,000 bigrams in a written subset of the BNC. The first example earns a relatively high bigram frequency score because most of the bigrams in the sentence occur in the database and are relatively frequent. Of the 17 bigrams in Example 3, twelve are represented in the database. Interestingly, the sentence is well formed, but *at schools, companies today, today group, is valued, and valued more* are not among the 50,000 most frequent bigrams in the BNC. In Example 4, which earns a lower bigram frequency score, only four of the 11 bigrams occur in the database, indicating that they are not among the most frequent 50,000 bigrams in a written subset of the BNC. In the first clause of the sentence, *The world is developing very fast*, which is well-formed, four of the five bigrams are counted, while none of the bigrams in the second clause the *compete is change more hard* are counted. These differences result in an average bigram frequency score that is twice as large in the first example than in the second. The bigram frequency index, therefore, seems to be tapping into both lexical knowledge (e.g., collocational knowledge) and grammatical knowledge, supporting the notion that lexis and grammar are intertwined (Halliday, 1991; Römer, 2009; Sinclair, 1991). These results are novel with regard to timed argumentative independent essays, and add to a growing body of literature that underscores the predictive value of n-gram frequency measures (e.g., Crossley et al., 2012; Kyle & Crossley, 2015). This evidence supports the importance of n-gram frequency in predicting L2 writing proficiency scores.

Hyponymy (*Hyponymy [nouns and verbs]*) and imageability (*Imageability AW*), together explained a small amount (2.3%) of the variance above n-grams and range indices. Essays tended to be assigned higher scores by raters if they included words that had more superordinate terms (i.e., were more specific) and less imageable. These results support previous research in the area of word information and hyponymy in L2 writing in that more essays that contain more specific words are scored higher (e.g., Guo et al., 2013). However, these results contrast with previous research that indicates language learners use words with fewer superordinate terms (i.e., are more abstract) as their proficiency develops (e.g., Crossley et al., 2009). This is likely because human ratings of writing proficiency are more strongly linked to the use of specific textual examples that support a claim whereas the assessment of lexical proficiency is more strongly linked to lexical abstractness.

The results of the regression analysis for the independent essays align well with the TOEFL independent writing rubric. This rubric asks raters to consider features that are strongly related to lexical sophistication such as “appropriate word choice,” “range of vocabulary,” and “idiomaticity.” The findings of this analysis suggest that raters of TOEFL independent essays may either explicitly or implicitly (see Eckes, 2008) attend to these rubric descriptors and give higher scores to essays that contain lexical features such as lower word range, higher bigram frequency, higher hyponymy, and lower imageability.

### 4.2. Integrated essay score

The relationship between lexical sophistication and integrated writing proficiency scores was much weaker than with independent essays. Overall, correlations between the indices of lexical sophistication investigated and integrated writing proficiency scores were low. Accordingly, the model that included two predictors was able to explain only 8.3% of the variance in integrated essay scores. These indices included *hyponymy (nouns)* and *Kucera-Francis number of categories AW*.

The mean number of hyponymic levels for nouns index (*hyponymy (nouns)*) explained 6.7% of the variance in integrated essay scores. Essays that on average included nouns that were more specific (i.e., had more superordinate terms) tended to earn higher scores. The range of registers index (*Kucera-Francis number of categories AW*) added 1.4% to the variance in integrated essay scores explained by the model indicating that integrated included words that occur in fewer registers tended to earn higher scores. These results suggest that the use of specific lexis is an indicator of quality in responses to integrated essay tasks in much the same way that it was predictive of writing quality for the independent tasks.
These results may also highlight an important distinction between receptive and productive vocabulary knowledge. Baba (2009), for example, indicated that vocabulary knowledge (as demonstrated on receptive vocabulary tests of breadth and depth) was moderately correlated ($r = .400$ and $r = .340$, respectively) with scores on a summary writing task. From a productive perspective, as evidenced in this study, however, the strongest correlation between lexical sophistication and integrated writing scores was small ($r = .263$), suggesting that for integrated tasks (which generally involve summary writing), receptive lexical knowledge may be a greater boon than productive lexical knowledge. That is to say that comprehending the reading (and/or listening passage) may be more advantageous than being able to employ sophisticated lexis in writing.

These findings, like the findings for the independent essays, also align well with the expectations found in the TOEFL integrated writing rubric, suggesting that lexical sophistication is not a particularly important factor in TOEFL essays. The integrated scoring rubric generally includes descriptors that focus on the accurate summarization and synthesis of the content included in the reading and listening passage. The rubric contains few references to language use (and none related directly to lexical sophistication) and those that are contained in the rubric focus on language errors that impede accurate summarization and synthesis.

### 4.3. Differences between responses to independent and source-based tasks

The results of the MANOVA and the DFA provide additional evidence that responses to independent and integrated tasks differ with regard to the occurrence of lexical features related to lexical sophistication. These differences were such that responses could be categorized by task with an accuracy of 94.3%. In general, these results show that independent responses tend to include lexical items that occur widely throughout different texts and contexts (i.e., are less specific), while integrated responses tend to include lexical items that occurred in a more restricted range of texts and contexts as reflected in the range indices (see Table 6). Responses to independent tasks also contained lexical items that were more sophisticated with regard to bigram frequency and were less imageable and had fewer superordinate terms (i.e., were more abstract) than responses to integrated tasks. Overall, this analysis demonstrated that responses to integrated tasks were more sophisticated with regard to the document and register-level range indices and included lexical items that were more imageable and contained more superordinate terms (i.e., were more specific). All indices demonstrated large effects for the differences between independent and integrated essays.

These results felicitously align with the nature of the two tasks. The independent tasks used in this study ask test takers to discuss their opinions on cooperation and the subjects they would like to study, respectively. The integrated tasks, on the other hand, discuss fish farming and bird migration, respectively. Knowing that test takers tend to repeat specific lexical items from listening and reading passages in their responses to integrated tasks (Crossley, Clevinger, & Kim, 2014), it seems likely that more specific and imageable terms related to fish farming and word migration (i.e., fish, farm, and bird) will be included in integrated responses. Such responses will also be limited in the range of the words used because the assignment limits the potential topic. In contrast, test takers responding to independent tasks about opinions and school subject will have much lower imageability and hypernymy scores and will not be limited in the range of words they can use to describe their opinions and experiences.

### 5. Conclusion

Overall, these results suggest that newly developed indices of lexical sophistication are important indicators of writing proficiency with regard to independent tasks. Additionally, the results suggest that indices of lexical sophistication are generally less important indicators of writing proficiency in source-based tasks. The results also suggest that independent and source-based tasks require writers to draw on different linguistic resources related to lexical sophistication.

The results from this study supports the TOEFL validity argument (i.e., the inclusion of both independent and integrated writing tasks; Chapelle et al., 2008) in that, at least with respect to lexical sophistication, the independent and integrated tasks seem to evaluate different language skills (cf. Cumming et al., 2005; Guo et al., 2013). The independent tasks clearly evaluate test takers’ productive lexical knowledge. Higher scoring independent essays tend to include words that occur in fewer contexts, are more specific and less imageable, and two-word combinations that are more frequent in reference corpora than lower scoring independent essays. These findings suggest that raters are attending to rubric descriptors related to lexical sophistication. Responses to integrated tasks, on the other hand, seem to evaluate productive lexical knowledge to a much lesser degree, which is also reflected in the rating rubric.

This study also has important implications for automatic essay scoring systems and automatic essay feedback systems. The majority of previous systems have relied on simple word frequency and word length indices to assess lexical sophistication (e.g., Attali & Burstein, 2006; Enright & Quinlan, 2010). The findings from this study indicate that lexical features such as range and bigram information may be better predictors of holistic scores of writing proficiency than simple word frequency. Adding indices related to range and bigram frequency may allow AES systems to more accurately assess the construct of lexical sophistication, and may result in gains in construct coverage and scoring accuracy.

In addition, these findings have implications for L2 writing instruction. For instance, the results related to range indices suggest that L2 learners should be exposed to words within a wide variety of settings, domains, and genres so that they have access to context-general and context-specific lexical items. Furthermore, the results related to bigram frequency suggest
that vocabulary learning may benefit from contextual approaches that look not only at words in isolation but also frequent word neighbors (i.e., collocations) and verbal constructions (e.g., Ellis, O’Donnell, & Römer, 2013; O’Donnell, Römer, & Ellis, 2013). One limitation in our study is the manner in which we dealt with prompt differences (e.g., Crossley et al., 2011; Hinkel, 2002). We opted to remove any indices that demonstrated significant differences between prompts, which eliminated a large number of indices from our analysis. This conservative approach limited the number of indices we could sample, but also ensured that reported model strength was not moderated by prompt difference. In addition, our exploration of writing proficiency assessments only included a limited sampling of writing tasks included in the TOEFL. However, the results from this sample suggest that the construct of writing proficiency is indeed complex (e.g., Schoonen et al., 2011) and likely consists of a number of writing proficiencies. Future research should continue to explore the bounds of these proficiencies to determine which features of writing proficiency are robust and generalizable across writing tasks, and which are domain specific.
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